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Abstract. In modern information retrieval systems, effective indexing can be
achieved by removal of stop words. Till now many stop word lists have been
developed for English language. However, no standard stop word list has been
constructed for Chinese language yet. With the fast development of information
retrieval in Chinese language, exploring Chinese stop word lists becomes
critical. In this paper, to save the time and release the burden of manual stop
word selection, we propose an automatic aggregated methodology based on
statistical and information models for extraction of the stop word list in Chinese
language. The novel algorithm balances various measures and removes the
idiosyncrasy of particular statistical measures. Extensive experiments have been
conducted on Chinese segmentation for illustration of its effectiveness. Results
show that the generated stop word list can improve the accuracy of Chinese
segmentation significantly.

1. Introduction

In information retrieval, a document is traditionally indexed by words [10, 11, 17].
Statistical analysis through documents showed that some words have quite low

frequency, while some others act just the opposite. For example, words "and", "of',
and "the" appear frequently in the documents. The common characteristic of these

words is that they carry no significant information to the document. Instead, they are
used just because of grammar. We usually refer to this set of words as stop words
[10, 11, 21].

Stop words are widely used in many fields. In digital libraries, for instance,
elimination of stop words could contribute to reduce the size of the indexing structure

considerably and obtain a compression of more than 40% [10]. On the other hand, in

information retrieval, removal of stop words could not only help to index effectively,
but also help to speed up the calculation and increase the accuracy [20].

Lots of stop word lists have been developed for English language in the past, which

are usually based on frequency statistics of a large corpus [21]. The English stop word
lists available online [22, 23] are good examples. However, no commonly accepted
stop word list has been constructed for Chinese language. Most current researches on

Chinese information retrieval make use of manual or simple statistical stop word lists

[1, 2, 3], some of which are picked up based on the authors experiences consuming a
lot of time. The contents of these stop lists vary a lot from each other. With the fast
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growth of online Chinese documents and the rapid increase of research interest in
Chinese information retrieval, constructing a general Chinese stop word list together

with an applicable generating methodology becomes critical. In order to save the time
and release the burden of manual stop word selection, an automatic aggregated
methodology would be a better choice.

One of the difficulties for automatical identification of stop words in Chinese

language is the absence of word boundaries. Different from texts in English and other

western languages, which are segmented into words by using spaces and punctuations

as word delimiters, Asian languages, such as Chinese, do not delimit words by space.

Usually a Chinese word consists of more than one character and the number of
characters contained varies. Meanwhile, Chinese characters carry a lot of different

meanings. They could be interpreted differently when used together with different
characters. The character “”,which is equivalent to the word tof" in English, is

taken as an example. It could carry a different meaning in the combination with
different characters, such as “的确”(certainly), “的上”(taxi), etc.

Although identification of stop words is quite a hard work without a correct

segmentation of text [4], stop words play an important role during segmentation. In
English, as an instance, texts are segmented into phrases with the help of stop words

and punctuations. Researches show that using effective stop word list can improve
the accuracy of Chinese segmentation as well [4].

In our paper, we propose an automatic aggregated methodology for construction of

the stop word list in Chinese. Stop words are extracted from TREC 5 and 6 corpora

which are widely accepted as standard corpora for Chinese processing. The stop word
list is extracted based on statistical and information models. The statistical model

extracts stop words based on the probability and distribution. The information model

measures the significance of words by using information theory. Results from these
two models are aggregated to generate the Chinese stop word list.

To demonstrate the effectiveness of the stop word list, we propose a novel Chinese

segmentation algorithm based on it. Experiment has been conducted using the dataset
of a recent competition on Chinese segmentation [15]. Results have shown that the

stop word list can improve the accuracy of Chinese segmentation significantly. The

outstanding performance illustrates the effectiveness of our Chinese stop word list.

The rest of the paper is organized as following. Section 2 covers the methodology
for the discovery of the Chinese stop word list. Section 3 analyzes the result of the

stop word list extraction experiments. To better prove the effectiveness of this
methodology, in Section 3, we also propose an application of the stop word list in the

field of segmentation, which is an important step for Chinese information retrieval.
Section 4 paints the conclusion.

2. Construction of the Stop Word List in Chinese

Stop words, by definition, are those words that appear in the texts frequently but do
not carry significant information. As a result, we propose an aggregated model to
measure both the word frequency characteristic by statistical model and its

information characteristic by information model. A proper segmentation of Chinese
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